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The 1980s witnessed the greatest crisis in U.S. commer-
cial banking since the Great Depression. Faced with both
increased competition from open market sources of credit
and nonbank intermediation and a series of adverse shocks
to loan portfolios, banks experienced shrinking profits and
a growing likelihood of failure. Indeed, the failure rate for
banks jumped from an average of 2 per year in the 1970s
to roughly 130 per year in the period between 1982 and
1991. Accompanying the increase in the failure rate was
a rise in the number of banks in financial distress. By the
end of 1992, the Federal Deposit Insurance Corporation
(FDIC) listed 863 banks with combined assets of $464 bil-
lion as problem institutions (FDIC 1993, p. 7).

It is true that the situation has improved very recently.
Low short-term interest rates have permitted banks to wid-
en the spread between deposit and loan rates and to exploit
a favorable yield curve. As a consequence, profits have
risen over the last several years. Nonetheless, it is still im-
portant to examine what went wrong during the 1980s, to
identify what lessons can be learned to guide regulatory
policy.

In this article, we argue that large banks were mainly re-
sponsible for the unusually poor performance of the over-
all industry. As we show, banks with the largest total as-
sets contributed in a significantly disproportionate way to
aggregate loan losses. Two factors allowed this to happen.
First, deregulation and financial innovation led to in-
creased overall competition for the banking industry. Sec-
ond, the existing regulatory environment tended to subsi-
dize risk-taking by large banks more than that by small
banks. Under the policy known astoo-big-to-fail, large
banks benefited from a multitude of actions that insulated
them (to varying degrees) from the impact of their loan
losses. These actions ranged from giving large banks fa-
vorable treatment at the discount window to actually pro-
viding them with direct subsidies to prevent their failure.
(Thus, bytoo-big-to-fail we refer to a menu of policies.
And it is likely that only the very largest banks had access
to the complete menu.) The rationale behind too-big-to-
fail was that, based on the experience of the Great Depres-
sion, the failure of a large bank could be contagious. It
could greatly disturb the rest of the financial system and
cause severe consequences for the entire U.S. economy.
But this well-intentioned policy had an unfortunate side
effect: it unduly subsidized risk-taking by large banks.

Our view that the too-big-to-fail policy was a key fac-
tor behind the recent crisis comes from several pieces of
information. One is a panel data study that we use to sort
out the potential sources of loan losses. It is well known
that regional economic factors initiated a significant share
of loan losses during the 1980s. For example, collapsing
oil prices in the Southwest and real estate prices on the
East and West Coasts produced regional banking crises
during this time. So it may be possible that the relatively
poor performance of large banks could be explained by
the fact that these banks tended to be clustered in the hard-
hit regions. We show, however, that after regional condi-
tions are controlled for, size still matters in explaining
loan losses. That is, on average, even after the influence
of region is removed from the data, large banks still per-
formed worse than other banks. As we show, this conclu-
sion is robust to a very general specification of how size
and region may interact to influence bank performance.

Our second piece of evidence comes from the compo-
sition of portfolios across size classes. We find that in the

1980s large banks tended to operate with a much lower
buffer against potential loan losses. In particular, they held
unusually low ratios of capital to assets relative to the in-
dustry mean. Up to a certain asset size, a negative rela-
tionship between the capital/assets ratio and size might be
explained by diversification gains and increased access to
purchased money markets as a bank grows larger.1 How-
ever, we find that the capital/assets ratio tended to decline
markedly with size well beyond the point that might natu-
rally be explained by these scale economy factors. In par-
ticular, the capital/assets ratio shrank significantly even af-
ter banks moved above $10 billion in total assets. To our
knowledge, there is no evidence of the scale economies we
have described once banks moved above this size range.
In addition to the capital/assets ratio, we consider several
other measures of portfolio risk and similarly find that
large banks adopted a riskier stance, beyond what could
sensibly be explained by scale economies.

In the first section below, we present information on
the recent trends in banking, in order to provide a sense of
context. We describe the evolution of the combination of
factors, including the development of the too-big-to-fail
policy, that provided the climate for the subsequent crisis.
We also present evidence on the composition of bank port-
folios across size classes.

In the next section of the article, we first present mea-
sures of bank performance during the 1980s crisis and then
present the results of the panel data study. We find that
loan losses varied significantly with size, even after we
control for regional conditions. We also use our results to
compute a rough estimate of the impact of large banks’ ex-
tranormal loss performance on the industry aggregate and
find that this impact was quite substantial. In addition, we
present evidence that it was mainly large banks that were
constrained during what some call thecapital crunchof
the early 1990s. Thus, though investigating the importance
of the capital crunch is clearly beyond the scope of this
study, we provide insights into the origin of this phenome-
non.2

In the final section of the article, we summarize our
study and offer some thoughts on related issues. While we
think that the regulatory subsidy to large banks has been
a significant factor behind the recent banking crisis, we
should make it clear that we are not advocating any kind
of sweeping withdrawal of the safety net. Indeed, as we
discuss, some of the recent banking reforms are steps to-
wardaddressing the too-big-to-fail distortion.Weare,how-
ever, skeptical about the benefits of mergers that create
even larger banks.

Documenting Balance Sheet Trends
We begin by describing the changes in U.S. banking over
the postwar period that laid the groundwork for the prob-
lems of the 1980s. We document the general shift in bank
portfolios in favor of riskier asset and liability positions,
and we show how the too-big-to-fail policy evolved in
this environment. We also show that the shift in favor of
increased balance sheet risk was particularly characteristic
of large banks.

Banks Take Bigger Risks
Assets

Judged by a variety of criteria, the composition of bank as-
sets has become riskier over the postwar period.



Chart 1 portrays the relative behavior of the broad cate-
gories of bank assets over the postwar period. Most strik-
ing are the rise in the share allocated to loans and the fall
in the shares allocated to securities and to cash and re-
serves. The drop in the latter reflects mainly a sequence of
reductions in reserve requirements. An important reason
for the secular (or long-run) decline in the security share
is the development of money markets, such as the federal
funds and large certificate of deposit (CD) markets. The
increased access to short-term money permitted banks to
reduce precautionary holdings of securities. Also, certain
types of bank loans became increasingly liquid over time
due to the advent of securitization and the development of
markets for loan sales. Recently, the share of securities has
been rising—partly due to the problems in banking and
the associated regulatory changes and partly due to banks
exploiting the steepness of the yield curve.

Chart 2 disaggregates bank loans. The main categories
are commercial and industrial (C&I) loans, mortgages, and
consumer credit. Interestingly, the shares of each in bank
loan portfolios were relatively stable from 1952 to about
1973. Since then, though, the share of C&I loans has de-
clined, and since the early 1980s, the decline has been fair-
ly precipitous. One factor underlying this trend has been
the growth of the commercial paper market, which largely
involved a movement of high-quality C&I lending off
bank balance sheets. Another factor is the growth of non-
bank intermediation, particularly finance company lend-
ing, as Chart 3 illustrates.

A less well-known factor underlying the relative de-
cline in C&I loans is the recent growth of offshore com-
mercial lending. While the Federal Reserve’s flow of funds
measure of C&I lending includes commercial lending both
by domestic banks and by branches of foreign banks with-
in the U.S. border, this measure underestimates loans to
U.S. firms by banks located offshore. The market for off-
shore lending grew rapidly during the 1980s. One likely
reason for this rapid growth, according to McCauley and
Seth (1992), is that differences in reserve requirements on
large CDs made intermediating (high-quality) loans cheap-
er offshore. Banks lending onshore were required to hold
3 percent reserves against large CDs; offshore banks faced
no reserve requirements. Chart 4 illustrates the growth of
offshore commercial loans. These loans grew from 7 per-
cent of total C&I lending in the United States in 1983 to
more than 20 percent by 1991. (For a detailed analysis of
this somewhat surprisingly large change, see McCauley
and Seth 1992.) Further, since the offshore banks are at
some disadvantage in the evaluation and monitoring of
small and medium-sized companies, the type of commer-
cial loan business they absorbed was likely the loans to
larger, better-rated companies.3

While high-quality commercial lending moved off
bank balance sheets to both domestic and foreign competi-
tion, the relative importance of mortgage lending grew.
This phenomenon began in the mid-1970s and accelerated
throughout the 1980s. (See Chart 2.) Banks undoubtedly
picked up some business from failing savings and loan as-
sociations (S&Ls), especially in the latter half of the 1980s.
However, the shift to mortgage lending occurred well pri-
or to the S&L debacle.

Disaggregating mortgage lending uncovers another im-
portant trend. As Chart 5 shows, commercial mortgage
lending has accounted for much of the recent growth in
overall bank mortgage lending.4 In 1980, home mortgages

accounted for about 60 percent of bank mortgage lending,
and commercial mortgages accounted for about 30 per-
cent. By 1990, the shares of the two types were about
equal, each roughly 45 percent of overall bank lending.5

This phenomenon is of interest since many of the prob-
lems in banking stem from losses in commercial real es-
tate lending, as we discuss later. In this context, it is im-
portant to note that the marked shift of banks from resi-
dential to commercial mortgages was not symptomatic of
mortgage lending in general. Chart 6 shows that, for all fi-
nancial intermediaries, the shares of aggregate mortgage
lending going to the residential and commercial sectors
have been relatively stable.

The movement of banks into commercial real estate re-
flects part of a broader trend in bank lending since the
1970s. High-quality assets such as securitized residential
mortgages or commercial loans to highly rated firms have
moved off bank balance sheets. In a fight to maintain mar-
ket share, banks have exploited their comparative advan-
tage in information-intensive lending by moving into riski-
er, less liquid assets. Banks’ comparative advantage stems
partly from experience in evaluating and monitoring. It al-
so stems partly from the nature of the regulatory system,
particularly the nature of the public safety net. Later we
will return to these issues.

Liabilities
Judged by a variety of criteria, the composition of bank li-
abilities also appears to have become riskier.

The flow of funds accounts divide bank liabilities into
four categories: checkable deposits, small time and sav-
ings deposits, money market liabilities, and long-term debt.
Chart 7 shows the long-term trends. We see two important
patterns in the data.

Perhaps the most obvious pattern is the secular decline
in the relative importance of checkable deposits, in favor
of interest-bearing liabilities.6 As late as 1960, nearly 60
percent of bank liabilities were checkable deposits and on-
ly about 30 percent were small time and savings deposits.
The use of money market instruments and long-term debt
was negligible. By 1990, checkable deposits were least im-
portant, less than 20 percent of total liabilities. Small time
and savings deposits had climbed to 40 percent, while
money market instruments and long-term debt each had
climbed to around 20 percent.

The second important pattern, which is closely related
to the first, is the increased use of managed liabilities rela-
tive to deposits.Managed liabilitiesare short-term instru-
ments which pay market-determined rates of interest. In
contrast to deposits, which are relatively immobile in the
short run, managed liabilities are highly interest-elastic.
Managed liabilities permit banks to rapidly adjust their
stock of loanable funds. Money market instruments are the
prime example. There are two main types of money mar-
ket liabilities (also known aspurchased money): large
time deposits and federal funds plus security repurchase
agreements. The former (large CDs) typically have maturi-
ties that vary from 90 days to a year, while the latter con-
sist largely of overnight and weekly loans. The use of
both types of instruments grew sharply in the early 1970s,
as deregulation permitted the development of the money
market.

Recently, banks also appear to have been treating small
CDs as managed liabilities. With deregulation of rates,
small CDs have become increasingly sensitive to market



forces. About two-thirds of small time and savings depos-
its are small CDs. Thus, if we include small CDs along
with money market instruments in the measure of man-
aged liabilities, these liabilities now constitute more than
half of banks’ short-term obligations.

The increased use of managed liabilities—and of mon-
ey market instruments in particular—has had a number of
important effects. One obvious effect is downward pres-
sure on banks’ net interest margins (the difference between
the return per dollar on the asset portfolio and the interest
cost per dollar of liabilities). Another effect is a rise in the
interest sensitivity of bank liabilities. Today, in contrast to
years past, an adverse movement in short-term rates may
substantially raise banks’ interest expenses. The develop-
ment of the money market has also reduced the constraints
of restrictions on interstate banking. The money market
permits banks to cross state borders (or in the case of the
moneycenter banks, to cross internationalborders) inorder
to obtain short-term funds.

It is also true that the development of the money mar-
ket has posed a vexing problem for regulators. In some
ways, the failure of the regulatory system to appropriately
adapt to the changes introduced by the money market was
the precursor to the problems the banking industry faces
today. With the efficiency gains of the money market came
the cost of increased exposure to liquidity risk. While text-
book descriptions of bank runs still conjure up images of
people rushing through the doors of depository institutions
with passbooks in hand, the most likely source of a wide-
spread banking collapse today is a panic withdrawal of
money market instruments. Since these instruments typi-
cally have values in excess of $100,000, they are not cov-
ered by deposit insurance. For this reason, and because
they are highly mobile funds, abrupt withdrawal is a pos-
sibility. The key point is that, in the current environment,
the stability of the banking system—indeed, the stability
of the overall financial system—is tied critically to the
judgments of lenders in the money market.

The most recent experience with a system-threatening
run, the collapse of the Continental Illinois Bank in 1984,
essentially involved a panic withdrawal by large CD hold-
ers. Rumors of insolvency precipitated the run on the mon-
ey center bank, which had been funding roughly 90 per-
cent of assets with purchased money (Hetzel 1991). As
Greider (1987) describes, the concern of both the Federal
Reserve and the FDIC was that, if left unchecked, the Con-
tinental crisis could induce a systemwide collapse. Many
of Continental’s creditors were other banks. More general-
ly, the regulators feared that losses by Continental’s credi-
tors might induce runs on a number of other large banks
that had been weakened by the 1981–82 recession. It was
this fear that induced the banking authorities to intervene
in the Continental crisis and protect the uninsured credi-
tors.

Equity Capital
Finally, Chart 8 illustrates the secular behavior of the ratio
of bank equity capital to assets. By definition,bank equity
capitalequals the difference between assets and liabilities.
It specifically equals the sum of common and preferred
stock outstanding and undistributed profits. Bank capital
is important because it provides a buffer to absorb loan
losses. Bank capital/assets ratios must satisfy minimum
regulatory standards. From the early 1960s to the early
1980s, the aggregate bank capital/assets ratio dropped by

roughly a quarter, from around 8 percent to below 6 per-
cent. The growth in bank assets afforded by the develop-
ment of the money market (especially over the period
1962–74) was not matched by growth in bank equity.

Since the early 1980s, the aggregate bank capital/assets
ratio has climbed, on average. It is important to recognize,
however, that this growth is largely a response to in-
creased regulatory pressure in the wake of mounting bank
and S&L failures and, relatedly, to new capital standards
which have been phased in over the last five years (which
we will discuss later). Much of the growth in this ratio al-
so reflects a contraction in the ratio’s denominator: assets.
Becauseof thekindsof informationalasymmetriesstressed
by Myers and Majluf (1984), issuing new equity is expen-
sive for banks. Typically, banks use retained earnings to
build equity (Baer and McElravey 1993). As a number of
studies have indicated (Bernanke and Lown 1991, Peek
and Rosengren 1991), meeting capital requirements in re-
cent years has forced many banks to contract asset growth.

Bigger Banks Take Bigger Risks
Policy Incentives

Another outcome of the collapse of Continental Illinois
was that the banking authorities in the United States for-
mally certified the policy of too-big-to-fail. The policy had
been implicitly in practice at least since the early 1970s,
with the bailout of Franklin National Bank (Hetzel 1991,
Boyd and Runkle 1993, and Isaac 1993). However, in Sep-
tember 1984, in the wake of the Continental intervention,
the Comptroller of the Currency testified to the U.S. Con-
gress that 11 bank holding companies were too big to fail.
Further, in practice, the policy appears to have been ex-
tended in varying degrees to banks outside the top 11.7 As
we said earlier, it is important to recognize that the term
too-big-to-fail policyactually refers loosely to a menu of
policies that vary from lenient treatment at the discount
window or in the valuation of assets to direct infusion of
capital and protection of uninsured creditors.8

Plugging one hole in the dike, however, opened up an-
other. The too-big-to-fail policy, of course, indiscriminate-
ly subsidized risk-taking by large banks. At the same time,
it created a nontechnological incentive for banks to be-
come large. Despite being a well-intentioned effort to pro-
tect against liquidity panics in the money market, the poli-
cy nonetheless helped create the climate for the 1980s cri-
sis. We will return to this issue repeatedly, since it is fun-
damental to the policy debate.

A Size Breakdown
The aggregate bank balance sheets mask some important
differences across size classes of banks. Generally speak-
ing, smaller banks adopt more conservative asset and lia-
bility positions than do large banks. An important policy
issue is whether these differences are due to technological
factors or to a regulatory environment that favors large
banks, owing to an operative too-big-to-fail policy. Before
we investigate that issue, however, we will document the
differences.

Following the convention of theFederal Reserve Bulle-
tin, we divide banks into four size classes, based on the
size of their assets:small(those with assets less than $300
million), medium(those with assets between $300 million
and $5 billion),large(those with assets greater than $5 bil-
lion), andmoney center(the 10 banks with the largest as-



sets). The data are based on averages over the five-year
period 1987–91.

Chart 9 disaggregates loans by these size classes. The
share of loans allocated to business lending—the sum of
C&I and commercial real estate lending—varies positively
with size. Both the consumer and residential real estate
shares vary negatively. Since business lending generally
accounts for the substantial majority of loan losses, the
general picture is that larger institutions hold riskier asset
positions. Later we will present some information on loan
performance that is consistent with this contention.

Chart 10 characterizes the composition of liabilities.
The key point here is that the relative use of core deposits
(checkable and savings and time deposits) shrinks with
size, while the relative use of money market instruments
increases. About 85 percent of small bank liabilities are
core deposits. Conversely, money market instruments con-
stitute roughly 42 percent of large bank liabilities and 54
percent of money center bank liabilities. Further, the mon-
ey center banks obtain more than half of their purchased
funds from abroad. (Deposits in foreign offices are mainly
money market instruments.) An implication of the differ-
ences in liability structure is that larger banks have smaller
net interest margins. As Chart 11 illustrates, the net inter-
est margin varies from 3.9 percent for small and medium-
sized banks to 2.8 percent for the money centers.

In addition to holding riskier asset portfolios and em-
ploying greater use of money market instruments, larger
banks have lower capital/assets ratios, as Chart 12 shows.
Indeed, large banks were responsible for much of the sec-
ular thinning of the aggregate bank capital/assets ratio por-
trayed in Chart 8.

Again, a key policy question is, Why? Does this reflect
somekindof technologicaladvantage—forexample,abet-
ter ability to diversify risks or to use scale economies in
loan processing? Or does it instead reflect mainly the effect
of regulatory bias induced at least in part by the too-big-
to-fail policy? We will return to this issue in the next sec-
tion through an assessment of the recent performance of
banks across size classes.

Analyzing Performance
In this section, we describe the bleak performance of
banks in the 1980s and pinpoint the reasons for it. We be-
gin by presenting a set of aggregate measures of bank per-
formance. We then turn to an analysis of data disaggre-
gated by bank size and location. We determine that even
after we controlled for locational effects, performance was
significantly related to size. And very large banks did
worse than the average.

Bank Profitability Plunges
Overall

Chart 13 presents the recent trend in two commonly used
measures of bank profitability: the rate of return on equity
and the rate of return on assets. Both measures exhibit
similar behavior over the period 1973–91. Both decline
fairly steadily after 1979. The exception (for both mea-
sures) is a sharp drop in 1987 followed by a sharp recov-
ery in 1988. However, the plunge in 1987 reflects large
write-offs of international loans, the timing of which was
somewhat arbitrary. The main point of Chart 13 is that af-
ter trending down since 1979, bank profitability was, in
the latter half of the 1980s, significantly below its average
for most of the 1970s. The rate of return on equity dropped

from about 14 percent in 1979 to an average of about 8
percent over 1989–91. Similarly, the rate of return on as-
sets dropped from about 0.75 percent to 0.50 percent.

Chart 14 shows that a rise in the rate of loan losses ac-
companied the general decline in profitability. Provisions
for loan losses increased during the 1981–82 recession, as
would normally be the case in a downturn. However, the
upward trend in theseprovisionscontinuedalmost through-
out the 1980s. The loan loss rate has risen from about 0.2
percent of assets in the late 1970s to nearly 1 percent of as-
sets over the end of the sample period. Conversely, the net
interest margin has actually risen slightly over this period,
from about 3.3 percent in 1977 to 3.8 percent in the mid-
1980s to an average of about 3.5 percent over the last sev-
eral years. The aggregate measures thus suggest that the
decline in bank profitability stemmed from loan losses
rather than from a shrinking net interest margin.

Why didn’t the net interest margin drop over this pe-
riod of increased competition and deregulation of interest
rates on bank liabilities? In our view, the slight upward
trend of the net interest margin is symptomatic of the de-
cline in bank asset quality over the period. That is, the rise
in the aggregate loan spread likely reflects the decline in
the asset quality mix over the period. The sharp rise in
loan losses over the period also fits the general story. In
the sections that follow, we will bring more evidence to
bear on this issue.

By Size and Location
It is first useful to provide some background on the cross-
sectional distribution of U.S. banks by size and by region
of the country.

We divide banks into six asset-size categories based
roughly on the classifications used by the FDIC. The asset-
size categories range from less than $50 million to more
than $10 billion. Chart 15 presents information on the per-
centage of banks and the percentage of bank assets across
the six size classes, based on averages constructed over
the period 1983–91. Clearly, though there are many thou-
sands of banks in the United States, bank assets are con-
centrated among a relatively tiny percentage. On average
over the nine-year sample, banks with more than $10 bil-
lion in assets constituted only 0.3 percent of the total num-
ber, but they held 37.4 percent of total bank assets. Banks
with more than $1 billion in assets numbered 2.5 percent
of the total, but held about two-thirds of the assets. At the
other extreme, nearly 80 percent of the banks had less than
$100 million in assets, but these banks together only held
about 13 percent of the assets.

Chart 16 similarly portrays the distribution of banks
across regions used by the U.S. Bureau of the Census.
Large banks tend to be located near salt water (on the East
and West Coasts), while small banks tend to concentrate
around fresh water (in the Midwest).

Table 1 presents evidence on U.S. bank failures disag-
gregated by census region. Over the period 1980–91, 1,351
banks failed. The peak was the five-year interval 1986–90,
when nearly 70 percent of the failures occurred. Not sur-
prisingly, there is a strong regional pattern that is closely
associated with the temporal pattern of certain regional
economic difficulties. The (West South Central) oil states,
principally Texas, accounted for the majority of failures:
nearly 700. Most of the failures in this region are bunched
during 1986–90, roughly the period when oil and real es-
tate prices collapsed there. A distant second in importance



are the (West North Central) agricultural states. Agricul-
tural problems in this region during the mid-1980s precipi-
tated over 180 bank failures.

For two related reasons, however, the raw failure num-
bers portray an incomplete picture. First, these numbers do
not take into account the size of failed banks. While small
bank failures are far more plentiful, a large bank failure
places far greater pressure on the FDIC insurance fund.
Despite the rash of failures in the agricultural states, for ex-
ample, the assets of closed banks never exceeded 1 percent
of the total in the region, since virtually all of the banks
involved were small. Similarly, despite there being only
12 bank failures in New England in 1991, assets of failed
banks amounted to 8.8 percent of that region’s total.

Table 2 confirms the general point. It shows that in the
peak period of 1986–90, banks with assets more than
$500 million accounted for less than 4 percent of total
bank failures, but nearly 60 percent of the total assets of
failed banks. Further, the three banks with assets more than
$5 billion that failed accounted for more than 30 percent of
the total failed-bank assets.

The second reason the failure data are misleading is
that they do not take into account the historical regulatory
bias in favor of large banks. Because the FDIC has been
less willing to close large banks, the failure numbers do not
accurately capture overall bank performance.

The biases inherent in using failure data as indicators of
bank performance lead us to consider several finer mea-
sures. Charts 17 and 18 report, by census region, the ratios
of loan loss provisions to assets and net income to assets,
respectively. The numbers are averages across individual
banks within the individual regions over the period 1983–
91. By both indicators, the banks in the West South Cen-
tral region (which includes Texas) performed worst. Both
indicators suggest, however, that regional considerations
alone do not provide a complete story. In the troubled
New England region, for example, banks on average per-
formed at the national mean in terms of loan loss provi-
sions and only slightly worse than the national mean in
terms of net income. Similarly, the poor performance of
the money center banks located in the Middle Atlantic re-
gion was at variance with other banks there, which per-
formed better than the national mean on average.

Examining the same data by bank asset size yields a
clearer picture. Chart 19 reports the ratio of loan loss pro-
visions to assets across the six size classes of banks, and
Chart 20 reports the ratio of net income to assets. Across
size classes, there is aU-shaped pattern to the loan loss
provision ratio. Banks in the largest category (more than
$10 billion in assets) performed worst by this measure.
The ratio of provisions to assets declines with size, reach-
ing a minimum at the class of banks between $100 mil-
lion and $250 million in assets. The ratio then begins to
rise monotonically as size declines further.

The ratio of net income to assets is, of course, a better
overall indicator of performance than is the ratio of loan
loss provisions to assets. However, theU-shaped pattern
of the latter is simply mirrored by a hump-shaped pattern
of the former, as Chart 20 illustrates. Gauged by net in-
come to assets, banks larger than $10 billion still perform-
ed worst, and banks between $100 million and $250 mil-
lion still performed best.

Judging from Charts 19 and 20, we see that relative
loan loss performance influences the pattern of net income
to assets across size classes. Losses on loans to less-devel-

oped countries (LDC loans) were likely an important fac-
tor since these losses were heavily concentrated among
large banks. Perhaps less well known is that large banks
also suffered disproportionately from commercial real es-
tate lending. Recall (from Chart 9) that the fraction of
commercial real estate loans in bank portfolios varied pos-
itively with size. However, even within the category of
commercial real estate lending, large banks performed less
well. Table 3 shows that in the third quarter of 1992, the
percentage of noncurrent, or what are commonly called
problem,real estate loans ranged from about 1.6 percent
for the smallest banks to about 7 percent for the largest
banks. For every bank size, business-related real estate
lending—theconstructionand commercialcategories—
accounted for most of the noncurrent loans, but the share
of noncurrent loans within each loan category rises steeply
with bank size. Astonishingly, nearly 22 percent of con-
struction loans at the largest banks were noncurrent.

What’s the Problem?
From a policy perspective, it is important to determine
how well the negative correlation between size and perfor-
mance survives, once we control for region. For example,
there is a regional dimension as well as a size dimension
to commercial real estate problems. Table 4 shows that
noncurrent real estate loans are heavily concentrated in the
Northeast and the West, the two main areas where real es-
tate problems linger. Thus, it is possible that the correla-
tion between size and performance of the real estate loans
is simply due to the fact that the banks in the troubled
Northeast and West are larger on average. If this is the
case, then restrictions on interstate banking might be pri-
marily responsible for the disproportionate concentration
of loan losses. If the negative correlation between size and
performance remains after we have controlled for location,
then it is possible that distortions induced by a too-big-to-
fail safety net may have been important.

Methodology and the Model
We now investigate the relation between size and perfor-
mance, after controlling for the influence of region. The
data set we use has annual observations on individual U.S.
banks over the period 1983–91.9 The sample is obtained
from bank reports of condition and income that are filed
with regulators; the sample contains the universe of do-
mestic insured commercial banks over this period.

We consider two performance measures: the ratios of
net loan charge-offs to assets and net income to assets.10

Each, of course, is a measure of ex post performance. Our
working hypothesis, particularly for interpreting the be-
havior of charge-offs, is that over the sample period a poor
ex post performance is the consequence of a high degree
of ex ante risk-taking. Ideally, we would like to measure
ex ante portfolio risk. However, this is extremely difficult
to do for banks, for two main reasons. First, the sample
period is relatively short. Second, the data are based on
accounting rather than market value measures, and there
is considerable evidence that the accounting data are in-
tentionally smoothed. (See, for example, Boyd and Runkle
1993.) This has the effect of causing accounting measures
to systematically understate risk. The idea is that during
the 1980s there was a series of large negative shocks to
the banking system (as Charts 13 and 14 suggest); by ex-
amining ex post returns, therefore, we can get some feel
for the outer tails of the distributions.



For each bank, we average each of the two performance
indicators over the sample period. We work with the time-
averaged values of these indicators for several reasons.
First, the timing of charge-offs and income is to some de-
gree arbitrary in the short run. Because clean market val-
ue assessments of banks’ overall portfolio are unavailable,
banks have some short-run discretion over when they re-
port gains and losses. Over time, the discrepancy between
accounting and market value indicators declines. Second,
working with time-averaged data permits a more parsimo-
nious representation of a model. In general, bank perfor-
mance should vary over time with economic conditions.
However, since we are mainly interested in uncovering
secular relationships, it seems reasonable to average out
the time effects: the benefit is a much simpler model to
evaluate.

At least two types of bias are possible in this study.
First, some banks drop out of the sample over time. Since
exit is most often due to failure, exit and performance are
likely correlated. Omitting exiting banks from the sample
could, therefore, bias the estimates. We adjust for this
problem by averaging each of the performance indicators
for a bank over its lifetime in the sample, even if the bank
exits partway through the sample period. In this simple
way, we include information from the exiting banks in our
estimates.

The second type of possible bias is that bank perfor-
mance could feed back and affect size. If a bank does not
perform well, for example, it may decide to contract its
assets. We address this issue by using presample data to
sort banks. Thus, we use the 1983 data to sort banks into
size groups as well as into regions. The performance indi-
cators we use as dependent variables are then time-aver-
aged over 1984–91. For robustness, we also split the sam-
ple and work with time averages of the performance vari-
ables over 1987–91. In this latter case, we use 1986 data
to sort the banks.

The initial set of independent variables are dummies
for census region and for size. We use the FDIC’s six size
classes defined earlier (in Chart 15). For two reasons, we
use discrete indicators rather than a continuous variable
for size. First, the earlier descriptive analysis suggests that
the relationship between size and performance is likely to
be highly nonlinear. Second, by using size class indicators
which correspond closely to the categories the FDIC uses
to report all types of bank data, we directly link our results
with a variety of other types of information on bank perfor-
mance. A similar consideration motivates the use of census
regions to denote location: the FDIC uses this indicator to
present information on performance across locations.

Here, then, is our formal model. LetDr
j denote a dum-

my for regionj, Ds
k a size dummy for size classk, andx̄ijk

the time-averaged value of a bank performance indicator.
Then the basic model we estimate is given by

(1) x̄ijk = aj D
r
j + bkDs

k + εijk

whereεijk is a random error term and where, to identify the
model, one of the coefficients on the six size class dum-
mies is normalized at zero. We model bank performance
as a linear function of a region-specific interceptaj and a
slope coefficientbk that depends on the size class of the
bank. Under the initial formalization given by equation
(1), we restrict the slope coefficient on size class (bk) to
be identical across regions. We also consider a more

general formulation that permits the size class slope
coefficients to vary across regions, as given by

(2) x̄ijk = aj D
r
j + bjkDs

kDr
j + εijk.

Here the slope coefficient on size (bjk) is region-specific.
Under the null hypothesis that size is unimportant to

performance, the slope coefficients on size equal zero for
every size class. If the null is true, then restrictions on in-
terstate banking may be paramount in explaining bank per-
formance. Roughly speaking, if the regional dummies cap-
ture all the explanatory power, then it is likely that con-
straints on the banks’ ability to diversify nationally have
inhibited banking. But if the too-big-to-fail policy has been
a significant distortion (in the context of significant com-
petitivepressuresonbankingandmanagerialentrenchment
problems for large banks), then we should expect to reject
the null. Further, after controlling for regional effects, we
should expect an inverse connection between size and per-
formance, especially at the upper tail of the size distribu-
tion.

The Result: Size Matters . . .
Table 5 reports the results from estimating the basic mod-
el, described by equation (1). There are four regressions,
corresponding to two different dependent variables (the ra-
tios of net charge-offs to assets and net income to assets)
and two different sample periods (1984–91 and 1987–
91).11We normalize at zero the coefficient on the banks in
size class 3 ($100 million–$250 million in assets). In each
case, we easily reject the null that size class is unimpor-
tant. Further, to a first approximation, both theU-shaped
pattern of loan losses and the hump-shaped pattern of net
income across size classes that appeared in Charts 19 and
20 remain after we control for the influence of region.

For the ratio of net charge-offs to assets, the coefficients
on the size dummies increase monotonically, moving from
size class 3 up to size class 6 (more than $10 billion in as-
sets).12 Further, this ordering of coefficients is statistically
significant, as Table 6 indicates. An analogous set of re-
sults arises when the dependent variable is instead the ra-
tio of net income to assets.13

It is also interesting to observe that the smallest banks
(those in class 1, with less than $50 million in assets) per-
formed worse than those in the next two larger classes.
The difference, however, is sharper on average with the
net income ratio than with the net charge-offs ratio. One
interpretation is that the smallest banks do not exploit scale
economies that seem available at least up to the class 3
category.

We next turn to the more general model described by
equation (2), which permits the slope coefficient on size
to vary across regions. Table 7 reports the coefficients on
each size class averaged across regions, with the averages
weighted by the percentage of banks in the size class of in-
terest that are in the region. The table also reports the joint
significance of a size class dummy across regions for each
size class. The results from this general model correspond
to those from the restricted one. Once again, both theU-
shaped pattern for net charge-offs and the hump-shaped
pattern for net income emerge, and both are highly signif-
icant. Analogously to Table 6, Table 8 presents tests of
the equality of coefficients on adjacent size classes within
a region, jointly across all regions. The message of Table
6 is preserved: between size classes 3 and 6, the inverse



ordering between size and performance is significant, and
the smallest banks perform poorly relative to those in the
two next-larger size classes.

A question that remains is whether the abnormal risk-
taking by large banks could be explained by factors com-
pletely unrelated to regulatory policy (that is, the subsidy
inherent in the too-big-to-fail policy). Could it be the case
that for technological reasons large banks have simply spe-
cialized in different types of loans than smaller banks and
that the large banks have just been unlucky?

We are skeptical of this hypothesis providing a com-
plete explanation, for a variety of reasons. The largest cat-
egory of banks (those with assets more than $10 billion)
performed significantly worse than the next-largest (those
with assets from $1 billion to $10 billion). It is hard to be-
lieve that important differences in scale economies exist
between these two sizes of banks that permit the former
to make loans the latter cannot. In addition, the banks in
the next size class down, from $250 million to $1 billion,
are still reasonably large and thus still relatively unrestrict-
ed in the types of loans they can make. In fact, banks in
this size category participated in LDC loan syndications.
However, they did not typically adopt the same degree of
risk exposure as did the larger banks. Indeed, Dornbusch
(1986) observes that some money center banks held LDC
loans equal to twice their capital. More generally, scale
economies may explain why only large banks can origi-
nate certain types of loans such as LDC loans. However,
since loan sales are possible, scale economies do not ex-
plain why large banks hold a larger share of these assets
on their balance sheets.

A purely technological story also has difficulty explain-
ing why the large banks adopted a riskier liability struc-
ture as well as a riskier asset structure. As we documented
earlier (in Charts 11 and 12), the large banks operated
with both thin equity capital-to-assets ratios and thin net
interest margins, in the latter instance due to the extensive
use of purchased money. It is worth emphasizing that large
bank capital/assets ratios were not only lower than the in-
dustry mean, but were also substantially lower than those
of competing nonbank intermediaries such as finance and
life insurance companies (Boyd and Rolnick 1989). A nat-
ural explanation for this relative position is that the policy
of too-big-to-fail led to a mispricing of the (technically)
uninsured liabilities of these institutions.14

. . . A Lot
We next conduct a simple experiment to determine the
quantitative importance of the poor relative performance
of large banks. We compute the reduction in total loan
losses that would have resulted if the two largest catego-
ries of banks (classes 5 and 6) had performed as well as
the third-largest category (class 4). Specifically, for each
year and each region, we compute values of net charge-
offs for the class 5 and 6 banks, assuming that they had
the same net charge-off/assets ratio as the class 4 banks in
the same region.15 We then use this information to com-
pute the yearly reduction in aggregate charge-offs that
would have resulted. If the extranormal loan losses of the
class 5 and 6 banks reflect the consequences of excessive
risk-taking encouraged by regulatory policy, then this com-
putation is a rough estimate of the cost of this policy.

Table 9 shows that under these assumptions, total
charge-offs would have averaged about 25 percent lower
over 1983–91. This amounts to an extra loss in wealth over

the period of about $45 billion—if not quite an Okun gap,
then certainly a heap of Harberger triangles. To place the
number in context, the total equity capital of the banking
system is $232 billion. (Charge-offs ultimately reduce cap-
ital.) Note that the class 6 banks (those with assets over
$10 billion) account for most of the cost. Finally, we ob-
serve that two-thirds of the cost—about $30 billion—
arises in the peak period of banking difficulties, 1987–91,
mainly due to the poor performance of the class 6 banks.

Our cost estimate is conservative, we think, for two rea-
sons. First, we do not use the best performing banks, those
in class 3, as the benchmark for calculating the cost. Us-
ing the banks in size class 3 ($100 million–$250 million)
as the benchmark for performance instead of those in size
class 4 ($250 million–$1 billion) would produce a larger
estimate.

Second, to the extent that loan losses forced capital
constraints to bind tighter, the shadow value of charge-offs
may exceed the dollar amount. Table 10 presents informa-
tion by size class on the share of assets held by banks that
were capital-constrained during the height of what some
call thecapital crunch,in 1990 and 1991. The table shows
that the capital crunch was almost exclusively a large bank
problem. The banks that were constrained were mainly
large, and large banks accounted for nearly all of the as-
sets held by constrained banks. These facts correspond to
the recent empirical evidence on the impact of bank capi-
tal on loan growth during 1990 and 1991. Both Furlong
(1991) and Peek and Rosengren (1991) show that the link
between capital declines and loan growth (first documen-
ted by Bernanke and Lown 1991) was stronger in magni-
tude for large banks than for small banks. Thus, to the de-
gree loan losses forced a reduction in lending (via the im-
pact on bank equity), our cost estimate should be adjusted
upward. (See also Lown and Peristiani 1993.)

Our calculations are only intended to question the effi-
ciency of the safety net that existed in the 1980s and not
that safety net’s desirability. As discussed earlier, despite
the changes in this industry, a major banking crisis could
still potentially disrupt the economy. As Summers (1991)
has observed, a financial crisis which raised the unemploy-
ment rate by one percentage point for one year would re-
sult in a $100 billion loss in output.

In Conclusion
In assessing the impact of the too-big-to-fail policy, we
find it useful to make the distinction, common in business
cycle analysis, betweenimpulsesand propagation.It is
not correct to think of the policy as a primitive causal
force, or impulse, in the recent banking crisis. Clearly, the
impulses were a series of negative shocks that included
defaults on LDC debt and collapsing oil and real estate
prices. The too-big-to-fail policy contributed by subsidiz-
ing risk-taking and thereby increasing the vulnerability of
the banking system to these disturbances.16 In this way the
policy shaped the propagation by creating an environment
that enhanced the impact of these impulses. If we accept
large banks’ extranormal losses as a rough estimate of the
impact of this policy, then the cost during the 1980s was
$45 billion—or about 20 percent of the capital of the bank-
ing industry. An additional cost (even harder to quantify)
was that large banks were the main culprits in the 1990–
91 capital crunch.

Making the distinction between impulses and propaga-
tion clarifies the fact that it is not meaningful to simply ar-



gue that bad luck was responsible for the plight of the large
banks. Of course, it is the case that large banks were un-
lucky, since they were heavily invested in assets which ex-
perienced negative shocks during the 1980s. However, a
similar statement could be made about the savings and
loans. They were unlucky in an analogous way. With
large banks as with the savings and loans, the key issue is
whether the portfolio structure these financial firms adopt-
ed was distorted by regulatory bias. As we have discussed,
it is hard to believe that the portfolio structure of very
large banks (for example, heavy investment in LDC and
commercial real estate lending, in conjunction with thin
capital/assets ratios) could be explained simply by scale
economies. To us this becomes particularly apparent when
one examines the behavior of banks above $10 billion in
assets, a range in which scale economies are no longer
likely to exist.

What are the implications of our analysis for the re-
cently introduced policy reforms? The most significant re-
forms, of course, are the Basle Accord of 1988, which in-
troduced risk-based capital standards, and the Federal De-
posit Insurance Corporation Improvement Act of 1991
(FDICIA). Both reforms appear to directly confront what
our analysis suggests has been the main problem: the sub-
sidy to risk-taking by large banks. As we have argued, an
important way the subsidy has played out has been that
large banks have held less capital than they might have
otherwise.ThenewBankfor InternationalSettlementscap-
ital requirements should help offset this distortion and, in
this way, force the large banks to better internalize the
costs of their portfolio decisions. And the increased cush-
ion of capital reduces the probability that taxpayers will
have to finance loan losses.

Provisions of the FDICIA attempt to roll back the too-
big-to-fail policy. Saving a large U.S. bank now requires
the formal concurrence of bank regulators, the secretary of
the Treasury, and even the president. These provisions al-
so restrict discount window lending, a favorite tool used
over the last decade to keep troubled large banks afloat. Fi-
nally, and importantly, the provisions impose restrictions
on interbank lending to banks that fail to meet adequate
capital standards. The goal here is to reduce the likelihood
that closing a large bank will precipitate a wave of failures
throughout the banking system. The idea is to avoid the
kind of trap regulators fell into during the Continental Illi-
nois crisis.

Whereas we are generally optimistic, the new policy re-
gime has not really been tested yet, and it is impossible to
predict how it will ultimately work. Moreover, the new re-
gime contains a number of provisions which are undesir-
able in our view. However, these issues are beyond the
scope of the present study.

Finally, we discuss some of the implications of our
analysis for two related policy issues—namely, interstate
branching and bank mergers. Our tests indicate that very
small banks also did rather poorly during the 1980s. This
finding suggests that the inability to exploit scale econo-
mies, rather than disproportionate loan losses, may be the
main problem for the smallest category of banks (those
with less than $50 million in assets). Encouraging these
banks to merge with larger banks may therefore be desir-
able. At the same time, we are skeptical about the benefits
of permitting mergers among very large banks. The clear
pattern of our results is that in the 1980s banks in the
middle of the size distribution (with assets of $100 mil-

lion–$1 billion) performed best. Several detailed studies of
the issue have also concluded that recent large bank mer-
gers have not produced efficiency gains (Berger and Hum-
phrey 1991 and references therein).

Restrictions on interstate banking have likely contribut-
ed to the high number of bank failures, particularly failures
of small banks in the oil and agricultural regions. But as
we have argued, the main stress on the system has not
been the raw number of bank failures; rather, it has been
the poor performance of large banks. Restrictions on inter-
state banking do not prevent large banks from diversifying
their loan portfolios nationally. Specifically, these restric-
tions do not preclude banks from opening loan production
offices across state borders. While scale economies may
inhibit smaller banks from pursuing this activity, large
banks do not face formidable obstacles to national (or
even international) lending. Accordingly, we do not think
that interstate branching restrictions have been primarily
responsible for bank failures. We do think, however, that
there is a case for further reducing restrictions on interstate
banking. It is true that branching facilitates lending to
smaller borrowers. In this vein, branches may be more ef-
ficient conduits than loan production offices for cross-state
lending. Any reform which improves the efficiency of
large banks is worth taking seriously.

*This article is an abbreviated version of “U.S. Commercial Banking: Trends, Cy-
cles, and Policy,” a paper published in theNBER Macroeconomics Annual 1993,ed.
Olivier Jean Blanchard and Stanley Fischer, pp. 319–68, Cambridge, Mass.: MIT Press.
The article appears here with the permission of the MIT Press. The authors thank, for
help, Allen Berger, Fischer Black, Olivier Blanchard, Martin Feldstein, Stan Fischer,
Chris Flinn, Jordi Gali, Simon Gilchrist, Stan Graham, Stuart Greenbaum, Jeff Gunther,
Ron Johnson, David Jones, Myron Kwast, Cara Lown, Franco Peracchi, Stavros
Peristiani, Ken Robinson, Art Rolnick, David Runkle, Gary Stern, and Ken Wolpin.
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†Also, Adjunct Professor of Finance, University of Minnesota.
1We emphasize that the positive correlation between access to the large certificate

of deposit (CD) market and size is not clear evidence of a technological factor that jus-
tifies large banks holding low capital. This is because the access may be aided by regu-
latory policy which implicitly guarantees large banks’ money market liabilities. After
all, the Continental Illinois Bank enjoyed a period of great access to the money mar-
kets, as we discuss below.

2Another very important development in banking over this period has been the
movement of bank activities off–balance sheet. This development is considered in more
detail in Boyd and Gertler 1993.

3Roughly speaking, we can divide commercial loans into two categories: those
made to smaller, less well-known firms, which require evaluation and monitoring, and
those made to highly rated firms, which require relatively little information-processing.
The former are typically priced off the prime lending rate, while the latter are typically
priced off the cost of issuing large CDs, the banks’ marginal source of funds.

4Underlying the growth of commercial real estate lending were both tax incentives
and relaxation of regulatory constraints on banks in the early 1980s. Subsequent rever-
sals of the tax incentives contributed to the decline in real estate. For details, see Hester
1992 and Litan 1992.

5Some qualification is in order since government-sponsored securitized mortgages
are treated as securities rather than mortgages in intermediary accounting statements.
We thank Myron Kwast for pointing this out.

6Checkable depositsinclude demand deposits and retail transaction deposits such
as negotiable order of withdrawal (NOW) accounts. While NOW accounts pay interest,
their rates appear much less sensitive to market forces than rates on other interest-bear-
ing bank liabilities.

7O’Hara and Shaw (1990) present evidence that news of the Continental bailout
policy raised the stock prices of large banks, but not the stock prices of small banks
[which O’Hara and Shaw (1990, p. 1588) dubbedtoo-small-to-save].

8We are not suggesting that the too-big-to-fail policy completely eliminated market
discipline over large banks. Indeed, the management of Continental Illinois was fired.
One should not focus on this policy in isolation. As we will discuss later, we believe
the combined climate of too-big-to-fail, competitive pressures on banking, and possibly
problems of managerial entrenchment (as discussed in Boyd and Graham 1991 and
Gorton and Rosen 1992) contributed to the substantial rise in risk-taking by large
banks.

9The organizational entities we study here are banks. It is true that many banks are
owned by bank holding companies, which control one or more banks and often non-
bank affiliates as well. For many purposes, the most appropriate organizational entity
is the consolidated holding company. However, the objective here is specifically to
study bank performance. Consolidated statements for holding company banks are not
easily available. Finally, though they do not control for regional effects, Boyd and
Runkle (1993) do obtain evidence of an inverse relation between performance and



holding company size that is similar to the inverse relation between performance and
size which we find at the bank level.

10Net loan charge-offsinclude all loans determined to be uncollectible net of re-
coveries on (previously written-off) loans. This entry is not an accounting expense, but
rather a reduction in a reserve account.Provision for loan lossesis the accounting ex-
pense entry which reduces profits. When the data are averaged over several years, as
they are here, the two loan loss measures are highly correlated. Thus, for present pur-
poses, it makes little difference which is employed.

11Though we do not report the statistics here, the general results we obtain are ro-
bust to using the first half of the sample period, 1984–86, and also to running the re-
gressions year by year.

12The results are the same if as the dependent variable we use net charge-offs di-
vided by loans rather than net charge-offs divided by assets. We chose the latter be-
cause we are interested in analyzing the ex post performance of the entire bank portfo-
lio.

13Because equity is measured in book values, we do not consider the rate of return
on equity as an alternative dependent variable. Since this measure does not include cap-
ital gains and losses on equity, it could be seriously distorted. For example, a bank with
near zero equity due to poor performance could have a high ratio of net income to eq-
uity.

It is true that there is a size bias in the ratio of net income to assets, since large
banks use systematically more financial leverage. However, a reasonable calculation
suggests that this bias is small relative to the differences we observe in the data.

14In Boyd and Gertler 1993, we include some empirical results which, due to
space limitations, are not reproduced here. In particular, we show that the size effect
remains significant after we include portfolio share variables—for example, the ratio
of commercial and industrial loans to total loans and the ratio of commercial real estate
loans to total loans. However, it is difficult to interpret these regressions. Suppose, for
example, that too-big-to-fail induced a large bank to invest more heavily in commercial
real estate lending. Because the loan share variable is continuous, it might do better in
explaining loan losses than the size dummy which was the true primitive factor. Hence,
even if we had found that loan shares displaced size, it would not necessarily be evi-
dence against our hypothesis.

15We are assuming that class 4 bank portfolios are available in elastic supply (that
is, that the type of portfolio held by class 4 banks is available in elastic supply to class
5 and 6 banks).

16This statement presumes that it is possible to have a banking safety net in the ab-
sence of the particular too-big-to-fail policy that prevailed over the last decade. We ex-
pand on this issue a few paragraphs below.
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